Indeterminacy in language acquisition: the role of child directed speech and joint attention
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Abstract

Language acquisition represents one of the great learning achievements in human cognitive development. Perhaps, this process takes place in a relatively automatic manner in which, simply through exposure to language input, the child configures her language organ to coincide with the structure of the maternal language. In this context, the problem of the vast uncertainty between speech input and its external referent, related to the more general notion of the ‘poverty of the stimulus’ problem, takes on a significant importance, and motivates the nativist suggestion that language is already essentially preprogrammed, and acquisition consists of setting the parameters for the target language based on limited exposure.

What if, however, the acquisition process was not so automatic, but rather was controlled by the operation of mechanisms that could direct the attention of the child to specific aspects of the sentence and its external referent? In this case, external and internal control of attention could significantly reduce the referential uncertainty, thus reducing the requirement for preprogrammed language.

The current paper outlines evidence for this second scenario, in which child directed speech guides the child’s attention to important aspects of the speech signal, and Joint Attention focuses his attention on the relevant aspects of the referential world, significantly reducing the poverty of the stimulus problem. Results from recent simulation studies are briefly reviewed that indicate how these mechanisms could then allow a relatively non-specific learning mechanism to acquire initial knowledge of grammatical constructions in the first steps of language acquisition.

© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Language acquisition represents, perhaps, the most impressive achievement in human development. This is all the more fascinating since this process is quite rapid, and the successive stages for the progressive acquisition of the native language follow a quite similar chronology across languages. This achievement becomes increasingly impressive when considered from the perspective of the ‘poverty of the stimulus’ argument. This position holds that the linguistic input to the child, and its mapping onto meaning, is so under-specified (or poor in information), that language could never be ‘learned’ (nor a grammar induced) from such impoverished input. Indeed, spontaneous speech includes only a finite and limited number of sentences whereas the recursive property of language allows an unbounded generative capacity (Hauser, Chomsky, & Fitch, 2002). Moreover, spoken language is degraded by interruption, hesitation, repetition and the use of non-grammatical utterances, and few or no meta-linguistic indications are available to help the child to determine which sentences are non-grammatical. A related problem is that when an infant hears an utterance, and perceives a visual scene, it is not at all obvious to what aspect of the scene the sentence is referring, nor the perspective taken by the speaker (Quine, 1960). Thus, the problem of mapping sentence to meaning is under determined, or indeterminate, and ‘learning’ language appears to be impossible.

Nevertheless, and despite the supposed deficient input, normal children succeed in learning to speak, in a very effective manner. According to nativist theory (Chomsky, 1965, 1995), this achievement is explained by the presence of a powerful innate language faculty. In this context, the child is endowed with a universal grammar that becomes adapted to the particular target language through exposure. The problem of the poverty of the stimulus is solved by the fact that the language organ or language acquisition device is already in place and that very little learning is required. Still, language acquisition will require that the infant can represent the input signal, and the structural information contained in the input signal (Chomsky, 1965).

From this perspective then, one might ask, what is the structural information, and to what extent is the language acquisition environment so impoverished. Indeed, according to Morgan (1986), the input is not impoverished, but on the contrary, carries important cues on syntactic grouping that reduce the requirements on the complexity of the underlying innate grammar. In this context, the prosodic bootstrapping hypothesis (Gleitman, Gleitman, Landau, & Wanner, 1988; Gleitman & Wanner, 1982; Hirsh-Pasek et al., 1987; Jusczyk et al., 1992; Morgan, 1986; Morgan & Demouth, 1996; Morgan, Meier, & Newport, 1987; Morgan & Newport, 1981; Peters, 1983) proposes that the prosodic structure of the speech signal contains rich information concerning the syntactic structure of the language that can aid the infant in initiating the learning of this structure. In this developmental perspective, the acquisition of a small lexicon of concrete nouns independent of grammatical knowledge (Brent & Siskind, 2001; Siskind, 1996) can provide a further basis from which syntactic categories and structures can then begin to be derived by the pairing of actions in situational contexts (meanings) with syntax (forms) through semantic bootstrapping (Gillette, Gleitman, Gleitman, & Lederer, 1999; Pinker, 1984, 1987, 1994). In turn, the growing syntactic knowledge can then be used to make inferences about word meanings via syntactic bootstrapping (Gleitman, 1990).
The interaction between these mechanisms will be considered in more detail below. Further extending the emphasis on learning in language acquisition, a growing number of theoretical and experimental studies are developing a position in which social interaction and learning plays a much more central role in language acquisition (Carpenter & Tomasello, 2000; Goldberg, 1995; Kuhl, 2000; Langacker, 1991; Tomasello, 1999, 2003).

However, even if learning is to assist or partially replace the capabilities of the highly specialized, pre-wired language organ, there still must be a solution to the indeterminacy and poverty of the stimulus problem. Again, the indeterminacy is that it is not known for a given (sentence, meaning) pair, which words and grammatical structures correspond to which aspects of the meaning. Indeed, even negotiating agreement on the meaning shared by speaker and listener is a vast problem. The possible mappings are potentially infinite. Thus, the ability to focus the attention of the infant on a particular word, and on a particular object in the scene could significantly contribute to the resolution of this problem. Indeed, this indeterminacy in the sentence to meaning mapping can be reduced in at least two distinct and powerful manners.

First, indeterminacy can be reduced in the sentence component by directing the child’s attention to the appropriate aspect of the elements of the sentence through modulation of the acoustic signal, as is typically the case in child directed speech (CDS). Nativist theory tends to minimize the importance of this type of language (Crain & Lillo Martin, 1999). We will review studies indicating that there is significant information in the CDS signal, and that even without CDS, there is still significant extra-lexical linguistic information in the acoustic speech signal that aids in reducing the poverty of the stimulus. Second, indeterminacy can be reduced in the meaning component by focusing or directing the child’s attention to the appropriate aspect of the visual scene through the creation of joint attention interactions between the child and the caregiver.

In the rest of the paper we will review data that indicate that indeed, the attention of the child is significantly engaged by both of these mechanisms, thus rendering language more learnable. The review will not be exhaustive, but rather attempts to identify a subset of illustrative examples. Part of what we will consider is that the attentional cues should fulfill four criteria. The cues should be present in the signal, infants should be sensitive to the cues, use of the cues should lead to improved performance, and failure to use the cues should lead to negative influence on performance.

2. Modulation of attention in child directed speech

Often, when the poverty of the stimulus argument is being developed, the sentence is considered formally as a sequence of words, and little attention is paid to the possible information content of the acoustic structure of the speech signal (Crain & Lillo-Martin, 1999). In reality, contrary to this perspective, the acoustic structure the speech signal is not poor, but rather contains significant information concerning the structural organization of the language (Morgan & Demouth, 1996; Morgan et al., 1987; Morgan, Shi, & Alloopena, 1996). To the extent that this source of information is rich, the poverty of the stimulus argument is weakened, and the infant can exploit this information to infer the appropriate corresponding syntactic properties of her maternal language.
According to the prosodic bootstrapping or ‘signal bootstrapping’ hypotheses (Gleitman et al., 1988; Gleitman & Wanner, 1982; Hirsh-Pasek et al., 1987; Jusczyk et al., 1992; Morgan, 1986; Morgan & Demouth, 1996; Morgan et al., 1987; Morgan & Newport, 1981; Peters, 1983), prosodic structure indicates different levels of linguistic structural organization (e.g. sentences, clauses, words). By exploiting this information, the child is significantly aided in inducing knowledge of the syntactic organization of her native language. Indeed, Read and Schreiber (1982: 26) note that “an infant who is innately biased to treat intonationnally circumscribed utterance segments as potential syntactic constituents, would be at considerable advantage in learning the syntactic rules of his language”. This hypothesis assumes that the signals should be sufficiently perceptually salient to be perceived by the infant. Effectively, as reviewed below, a number of studies indicate that prosodic cues are particularly salient in the speech signal and correspond to different level linguistic unit boundaries (Morgan et al., 1987), from higher level (phrases, sentence) to more lower level (words).

In English, phrasal-sentence frontiers are marked by a pause and an increasing/decreasing pitch contour in addition to the lengthening of the clause-final syllable (Klatt & Cooper, 1975; Luce & Charles-Luce, 1983). Likewise, syllables and segments which end clauses and sentences tend to be lengthened (Cooper & Paccia-Cooper, 1980). Moreover, this lengthening is exaggerated in CDS (Bernstein Ratner, 1986; Morgan, 1986). Pauses and F0 modulation represent strong cues to facilitate the localization of clause boundaries. Moreover, these cues are strongly present in CDS (Fernald & Simon, 1984) and, for example, in stories read to young children (Morgan, 1986). The infant seems to be particularly sensitive to these clausal cues (Hirsh-Pasek et al., 1987; Jusczyk, 1989). In a study addressing infant sensitivity to the predicate–subject difference (Section 2.4), Jusczyk et al. (1992) revealed that pitch changes and durational changes are potential cues for the localization of the predicate–subject boundaries.

Gleitman and Wanner (1982) assume than stressed syllables could play a major role in bootstrapping learning. Because of their perceptive salience, stressed syllables are probably easier to localize. This information in syllable stress could help the child in lexical categorization. For example in English, function and content words can be differentiated with stress (Gleitman & Wanner, 1982; Morgan et al., 1996) and disyllabic nouns tend to receive stress on initial syllables, whereas disyllabic verbs tend to receive stress on final syllables (Kelly, 1988). In fact, for English children, the learning of non-stressed syllables is slower than the learning of stressed syllables (Brown, 1973; Gerken, 1996). Thus, according to Gleitman and Wanner (1982), stress could be a good candidate to distinguish function and content words. According to Selkirk (1996), if infants are able to make a strong/weak difference, they could discover relations between these differences and word categories. This issue has been explored by Morgan et al. (1996) who demonstrated indeed that distributional, phonetic and acoustic cues taken together provide a rather robust lexical categorization capability. In an investigation of how such information in ADS could be used in early language acquisition, we examined how properties of the fundamental frequency (F0) profile are correlated with lexical categories in French and English. In particular, we observed that the presence of local peaks in the F0 signal predicted that the word containing the peak was an open class (content) word, while absence of an F0 peak predicted that the word was a closed class (function) word (Blanc, Dodane, & Dominey, 2004).
Thus, multidimensional information concerning different levels of structural organization (e.g. sentences, phrases, lexical categories) is carried by a constellation of cues in the speech signal, and can thus contribute to the orientation of the child’s attention to different levels of structural organization of the native language.

2.1. Child directed speech

Interestingly, these prosodic signals are specifically exaggerated when an adult addresses a child (Fernald & Mazzie, 1991; Jusczyk et al., 1992; Lederer & Kelly, 1991; Morgan, 1986). From birth, the mother speaks to her child in a particular manner, with simplified syntax and meaning, and exaggerated prosodic structure as if adapted to the capacities of the child. In this CDS, ‘motherese’ (Ferguson, 1964) or ‘parentese’, the segmental structure is deformed in favor of the exaggerated prosodic structure, yielding the highly musical properties of this ‘sing-song’ language form (Fernald, 1989; Papousek & Papousek, 1981). In this way, the information conveyed by prosodic cues is emphasized and adapted to the infant’s perceptual capabilities. These vocal adjustments are made in an intuitive and natural manner, and are rarely used outside the context of interaction with a child (Papousek & Papousek, 1987). Thus, in this context caregivers appeared to provide ‘a real tutorial and they did not even know they were doing it’ (Fernald, 1976).

2.2. Exaggerated acoustic marking of constituent structure

While the majority of CDS sentences are short (Broen, 1972; Newport, Gleitman, & Gleitman, 1977) and often grammatically simplified or incomplete, they tend to be complete from the perspective of prosodic phrase structure (Broen, 1972). Likewise, mothers tend to insert more pauses between sentences and propositions, and these pauses are lengthened with respect to those in ADS (Broen, 1972; Fernald & Simon, 1984). Thus in English and Japanese, syllables preceding prosodic boundaries are acoustically distinctive, with long pauses preceded by elongated vowels, accentuated by exaggerated F0 contours (Fisher & Tokura, 1996). Vowels preceding the pauses are twice as long, with an F0 profile twice as high as those vowels in other sentence positions. Likewise, Kuhl et al. (1997) observed that American, Russian and Swedish mothers when speaking to their 2–5 month old babies produce more lengthened vowels and use prosody to attract the babies attention to the three vowels [i], [a] and [u]. Moreover, these vowels are acoustically more extreme in CDS than in ADS.

These characteristics of CDS are not static, and the mother adapts her speech to the developing child. During the first four months, mothers insert more and more isolated words, pauses, and breaks (Broen, 1972). Then, when the baby reaches approximately 4 months, these characteristics are attenuated. From four through six months, the infant–mother interaction is the most ‘intensive’. The mother uses rising pitch contours to attract her baby’s attention and bell shaped pitch contours to maintain attention and eye-contact with her (Stern, Spiker, & McKain, 1982). Later, when the baby reaches ~14 months, the mother stresses the predicate by employing a higher pitch and a greater amplitude. In parallel, new words are localized in final position (Aslin, Woodward, LaMendola, & Bever, 1996) and are lengthened and pronounced with a higher pitch (Fernald & Mazzie,
At the same time, the baby’s comprehension abilities for words in her native language are rapidly increasing. By the age of 8 months, the baby is able to recognize words out of context, and her attention focus longer on familiar words, even if they are phonologically altered (Jusczyk & Aslin, 1995), and at 12-months, the first isolated words appear within mixed babbling (De Boysson-Bardies & Vihman, 1991).

According to Kuhl et al. (1997), vowels and consonants are pronounced more distinctively when she child begins to speak (hyperarticulation) than when she is younger or older (Malsheen, 1980). Motherese is a way to adapt speech to the child’s perceptive abilities and thus must evolve as a function of her development: ‘to be effective, the communicative signals of the mother must be well matched to the perceptual capabilities and limitations of the young’ (Fernald, 1989: 10). This creates a form of ‘mirror game’ in which the mother reflects the processing capabilities of the child, and emphasizes the important linguistic units in the speech signal and continues to do so until she perceives that the baby is ready to pass on to a more difficult step in acquisition of her language. This accentuation of syntactic structural units in CDS by prosodic exaggeration provides an enhanced learning context for the infant. Identification and subsequent exploitation of these perceptually salient units should thus be facilitated.

2.3. Use of intonation and rhythm to modulate interaction with the infant

Another function of prosody in CDS is to regulate the child–caretakers’ interaction, and F0 contours seems to play an important role in this function. In fact, the most salient and specific characteristic of CDS is the raising of the voice pitch by 3–4 half tones (Fernald & Simon, 1984; Fernald et al., 1989; Papousek & Papousek, 1981; Stern, Spieker, Barnett, & McKain, 1983). After isolating the acoustic parameters differentiating CDS and adult directed speech (ADS), Fernald and Simon (1984) observed a significant continuity in the temporal evolution of the pitch (melody) with respect to its characteristic variability observed in ADS. The contours are quite exaggerated, but their configuration remains simple and uni-directional (high–low, or low–high), rendering them easier to process for the child. “The exaggerated intonation of mothers’ speech, with it’s greatly expanded pitch range and high degree of pitch continuity, thus maximizes both perceptual contrast, necessary for engaging and maintaining infant attention, and perceptual coherence, facilitating the task of following the voice of a single speaker” (Fernald, 1984: 13).

Papousek (1995) developed a typology of nine prototypical contours that recur regularly in CDS. The contours are adapted to the attentional state of the baby, with exaggerated and elevated pitch ranges when the infant is alert, descending contours to signal interdiction, and rising contours to solicit attention and to incite the child to participate in the dialog. Inversely, the more the attentional state is reduced, the more the profile is soft and descending to calm the child. In this way, F0 contours permit modulation of awakening and soothing functions.

2.4. Infant sensitivity to prosodic cues

This brief review indicates that certain acoustic–syntactic correlations are available in the signal, but a prosodic bootstrapping theory requires both that the speech signal...
must contain this syntax-related information, and that the infant must be capable of perceiving and exploiting these cues. Indeed, a number of psycholinguistic studies have demonstrated the sensitivity of infants to these cues. Thus, concerning voice pitch, babies are capable of discriminating identical syllables that vary only in their rising and falling intonational contours (Kuhl & Miller, 1982; Morse, 1972). Menyuk (1994) obtained similar results with infants at 6–7 weeks of age. Already at 4 days after birth, infants are capable of identifying prosodic boundaries that differentiate the bisyllabic group ‘mati’ in ‘panorama typique’ et ‘mathématicien’ (Christophe, Dupoux, Bertoncini, & Mehler, 1994). Interestingly, Best (1993) demonstrated that English babies distinguished prosodic contrasts in English, but only for CDS. In parallel, these infants are able to respond appropriately to the underlying message such as a request to wake up, to pay attention and to look (Papousek, Bornstein, Nuzzo, Papousek, & Symmes, 1990).

With respect to speech rhythm, infants can discriminate between sequences with different rhythmic structures from 2 to 3 months of age (Chang & Trehub, 1977; Demany, McKenzie, & Vurpillot, 1977; Morrongiello, 1984). Newborns and infants can discriminate between multisyllabic stimuli that differ only in the location of the accent (Jusczyk & Thompson, 1978; Sansavini, Bertoncini, & Giovanelli, 1997; Spring & Dale, 1977). In this same period, infants are sensitive to heavily accented words and sentence endings (Menyuk, 1977). In contrast, they are insensitive to words pronounced without prosodic exaggeration (Eimas, 1975; Kagan & Lewis, 1965). Using low pass filtering, to retain primarily the rhythmic structure, Jusczyk et al. (1993) demonstrated that 6-month-old English babies could discriminate English words from Dutch. This observation was subsequently extended to show that newborns can discriminate between foreign languages from different rhythmic classes, again based on filtered speech that preserves the rhythmic structure (Nazzi, Bertoncini, & Mehler, 1998).

Not only are infants sensitive to these prosodic regularities, they appear to be able to use them in segmentation from the age of 4 months. They listen longer to speech with pauses inserted at phrase boundaries than to those with pauses inserted within phrases (Jusczyk, 1989). Hirsh-Pasek et al. (1987) likewise demonstrated that babies at 6 months prefer CDS extracts when pauses are inserted at natural boundaries. It should be stressed that this preference is displayed only with CDS (Kemler Nelson et al., 1989), indicating that CDS is particularly attractive for the child.

Clearly there exist other cues in continuous speech to which infants are sensitive, such as statistical or distributional regularities, though prosody appears to predominate. For example, Saffran, Aslin, and Newport (1996) showed that 8-month-old infants are sensitive to statistical segmentation regularities in a continuous sound stream. Mattys, Jusczyk, Luce, and Morgan (1999) subsequently demonstrated that when statistical and prosodic cues are used in combination, the prosodic cues take precedence as infants prefer the predominant English strong/weak stress pattern in stimuli that violated phonotactic cohesion. Similarly, Johnson and Jusczyk (2001) demonstrated that speech cues (stress and coarticulation) carry more weight than statistical cues for 8-month-old infants in a Saffran-like task.
2.5. Preference for CDS

If the child appears to be sensitive to prosodic cues, he should prefer CDS because these cues are exaggerated in comparison to ADS. Indeed, this preference for CDS appears well before birth, as it has been displayed in the fetus (Nowik-Stern, Clarkson, Morris, & Bakeman, 1998). Babies equally prefer CDS (Cooper & Aslin, 1990; Fernald, 1985; Werker & McLeod, 1989) even when the contours are synthesized with sine waves (Fernald & Kuhl, 1987), and infants indeed display signs of pleasure when exposed to CDS (Papousek & Papousek, 1981). Fernald and Kuhl (1981) were able to isolate the acoustic parameters that distinguish CDS from ADS. The preference for CDS appears to be based uniquely on the modifications of F0, a parameter that is likely more salient than the rhythm, amplitude and higher formants. Children thus preferred speech in which the F0 varied (Fernald, 1985; Fernald & Kuhl, 1987) with rapidly rising contours (Fernald, 1989).

2.6. Influence of CDS on learning

The child’s sensitivity to prosodic cues and her preference for CDS over ADS highlight the potential importance of CDS during the acquisition process. If CDS plays an important role in guiding the child’s attention to relevant aspects of speech, what happens when these prosodic characteristics are altered? When depressive mothers address their children, their speech displays an F0 that is less modulated than in typical CDS (Kaplan, Bachorowski, Smoski, & Zinser, 2001). Kaplan, Bachorowski, Smoski, and Hudenko (2002) observed that this loss of prosodic emphasis rendered the depressed CDS less effective in controlled learning tasks. However, the children were able to learn when exposed to normal CDS. These results suggest that the loss of perceptual salience in CDS could have a negative impact on learning.

If an impoverished CDS can disturb the acquisition, it does not necessarily imply that a child deprived of CDS could not acquire his native language. The question is to know if CDS is necessary for the acquisition of language. According to Monnot (1999), CDS is a universal feature common to modern humans. CDS contributes to the acquisition of language as well as emotional regulation and socialization. But even if CDS is observed in essentially all languages of the world, there exist particular known exceptions including Samoan and Quichee Mayan in Guatemala (Pye, 1986). This apparent weakening of the CDS argument, i.e. that, non-CDS languages are still learnable, actually raises a quite interesting point. The essential acoustic property of CDS is the exaggeration or modulation of characteristics that are already present in ADS. This suggests that the functional characteristic of CDS, to aid in the identification of significant aspects of the signal, is also characteristic of ADS, though in a reduced form. That is, in a certain sense, all language is ‘child-exploitable’ because of the multidimensional structured extralinguistic information that is available in the acoustic signal to provide cues about the structural organization of the language.

The infant is thus in a privileged learning environment in which different modalities converge to facilitate learning. In exaggerating the relevant information in CDS, caretakers increase the accessibility of these cues that are already present in adult speech. The simultaneous use of other modalities including gestures, touch, facial
expressions and eye-contact, interact to make available information highly redundant. In particular, joint attention allows the focusing of the child’s attention on relevant components from the referential word. From Falk’s (2003) perspective, mothers establish eye-contact unconsciously with their child and maintain their attention via CDS. This suggests that language acquisition could be considered as a learning process taking place in an extremely rich interactive context.

3. Joint attention and language acquisition

In CDS, caregivers modify the normal prosodic structure of speech in order to draw the infant’s attention to relevant aspects of the speech signal. Similarly, the caregiver can also draw the infant’s attention to relevant aspects of the surrounding world so that both are jointly attending to a common aspect of the situation. It is clear that such a mechanism of joint attention will play a powerful role in reducing the indeterminacy of the intended referent or meaning during exchanges between the caregiver and the child. Bruner (1975) proposed that interaction between speaker and child could enable the setting up of pre-linguistic meanings that would satisfy or ground the referential uncertainty problems exposed by Quine (1960). In this context, joint attention thus refers to the ability of an infant to coordinate his/her attention with a social partner with respect to an object or event, and has a long history of inquiry in child development (Bruner, 1975; Moore & Dunham, 1995; Scaife & Bruner, 1975; Tomasello, 1988). Engaging in joint attention is thought to contribute to the process of language acquisition because these types of object-mediated social interactions help infants identify the intended referent of parents’ language, thus facilitating word-object mappings.

3.1. Presence of joint attention cues

The solicitation of joint attention is an integral component of human social interaction. Joint attention interactions between adult caretakers and infants often take place during routine daily activities such as bathing, feeding and book reading that provide additional contextual regularity (Moore & Dunham, 1995; Tomasello, 1992). Joint attention can be solicited in different ways that include pointing to or physically manipulating the object in question, and directing gaze to the object or event. In a series of ecological studies that involved recording and analysis of joint attention interactions between children and caregivers, Tomasello and colleagues (Carpenter, Nagel, & Tomasello, 1998; Tomasello & Todd, 1983) observed the natural interaction between mothers and their infants. There they noted that mothers could use joint attention in two distinct manners. They could follow their child by talking about an object that was already at the focus of the child’s attention, or they could direct the child, using language to change the child’s focus of attention to a different object or event. Interestingly, children whose mother’s had an increased tendency to follow their attention had larger vocabularies than those whose mother’s tended to direct their attention. These and related studies support the strong intuition that joint attention cues are present, and indeed play an important role in
interpersonal human interaction (see Moore & Dunham, 1995 for a more extensive treatment of these issues).

3.2. Sensitivity to joint attention cues

In this context, a crucial aspect of the development of the child’s manner of relating to the social world during the first year of life is the transition from engaging exclusively in dyadic interactions (either with people or objects) to taking part in triadic exchanges at around their first year (Tomasello, 1992). In these exchanges, the triad is made up of the infant and the caregiver who are in a joint attention context, and a third object or event that is the focus of their attention. In this context, the capacity to follow the direction of gaze, or the ability to respond to the joint attention (RJA) bids of others, is one of the earliest indications of this capability (Scaife & Bruner, 1975). There is considerable debate however, concerning the developmental period at which this capability appears.

A number of studies have contributed to this debate. With respect to the age at which this process can begin to be observed, Morales et al. (2000b) observed that indeed, under the appropriate conditions, infants as young as 6 months can display RJA behavior. They consider that as the ‘ecological validity’ of the paradigm used to evaluate RJA is reduced, so is the probability of finding RJA behavior before 10 months of age. In particular they considered the following three factors as contributing to the ecological validity of the paradigm: Whether or not the JA partner is a familiar parent, whether vocal as well as visual gaze cues are used, and finally, whether or not the infants have been made aware of the existence of the RJA targets before the experiment begins. This third point is of particular interest when compared with the results on the ability of infants to imitate an observed behavior. Carpenter, Call, and Tomasello (2002) observed that infants extracted more information from observation of actions in an imitation task when they had some prior knowledge of the intention of the person they were observing.

Interestingly, it appears that these attentional mechanisms can also be applied to the interpretation of emotional messages. That is, the importance and relevance of emotional cues (e.g. surprise, pleasure) are determined based on the interpretation of referential, attentional cues. Thus, infants at 12 and 18 months reliably use referential attentional cues including gaze and postural orientation to evaluate whether an emotional message should be linked or not with a salient novel object. These children will also actively exploit referential cues in order to disambiguate the intended target of an emotional display (Moses, Baldwin, Rosicky, & Tidball, 2001). Such results indicate that infants are sensitive to the joint attention cues in their environment.

3.3. Responsiveness to joint attention bids improves language acquisition

In the proposed argument that joint attention will reduce referential indeterminacy, a crucial point will be to demonstrate a functional link between joint attention capability and future language capabilities during development. Indeed, a number of studies have directly addressed this point, and the evidence appears to be in favor of a positive correlation between early RJA capabilities and later language skills. For example, Morales et al. (2000a) observed that significant associations were found between 6-, 8-, 10-, 12-,
18-month RJA measures and vocabulary acquisition. In particular, RJA at 6, 8, and 10 months was significantly and positively correlated with receptive vocabulary at 30 months. Likewise, there were a number of significant associations between RJA and expressive vocabulary at 24 and 30 months (Morales et al., 2000a). Likewise, longitudinal associations between joint attention abilities (including proto-declarative pointing, following gaze, and following pointing) and later language ability in the second year of life have been reported by Carpenter et al. (1998). In this same line of research it has been demonstrated that mother–infant dyads who spent more time in JA engagement had infants who used more gestures and understood more language in the following months (Carpenter et al., 1998).

In related studies, joint attention parameters were manipulated in order to determine the effects on word learning. Thus, Dunham, Dunham, and Curwin (1993) tested the ability of 18-month old children to learn new words in an attention following context in which the words were presented when the child was attending to the referent, and in an attention switching context, in which words were presented while the infant was attending elsewhere and had to switch attention. This study revealed a significant learning advantage for the attention following vs. attention switching context. In a related study, Harris, Jones, Brookes, and Grant (1986) demonstrated that the mothers of children with slowed language development initiated more changes in conversation topic without providing appropriate non-verbal attentional clues; they made more references to objects outside the attentional focus, and less to those with the attentional focus of their children; and they used fewer specific labels, and more general terms (e.g. pronouns) than did mothers of children with normal language development. These data suggest that the ability to exploit joint attention cues may be a useful predictor for future language development, and that the reduction of these cues can lead to slowed language development.

3.4. Failure to respond to joint attention is correlated with language dysfunction

The final criteria for establishing the functional link between joint attention capabilities and language capabilities is the demonstration that language learning is impaired in children that display dysfunctions in joint attention processing. In this context, the study of language behavior in childhood autism has played a crucial role. Autism is a developmental disorder that is characterized by a restricted scope of activities and interests, and impairments in social interaction and communication capabilities. Impairments in joint attention are specific and almost universal in children with autism, and these effects have been extensively well replicated (Dawson et al., 2002; Mundy, 1995). These impairments can be observed at 1 year of age (Mundy, Sigman, Ungerer, & Sherman, 1986; Osterling & Dawson, 1994), and it appears that these deficits are correlated with subsequent language development dysfunctions. Thus, when controlling for language level, mental age, and IQ, autistic children displayed deficits in gestural joint attention skills on two testing sessions that were 13 months apart. Most importantly, the measure of gestural non-verbal joint attention was a significant predictor of language development in the autistic sample (Mundy, Sigman, & Kasari, 1990).

Indeed, given the important role that joint attention is claimed to play in language acquisition, we should expect that autistic children should display clear relations
between the joint attention and language dysfunctions. Thus as described above, correlations between measures of joint attention and measures of children’s language are consistently found (Carpenter & Tomasello, 2000; Mundy et al., 1990). More generally, a deficit in communicative use of language is among the defining characteristics of autism in the DSM IV. The deficits in these children on the autistic spectrum are similar to those of children with developmental language disorders, though the autistic children differ markedly by their universally impaired pragmatics and discourse comprehension. From a functional point of view, Baron-Cohen, Baldwin, & Crowson (1997) demonstrated that autistic children fail to exploit the speaker’s direction of gaze direction as an index of the speaker’s intention to refer. The data from these studies of autism thus support the proposition that JA plays a central role in language acquisition by engaging the child in a triadic relation around an event or object, thus reducing the problem of referential uncertainty. In the absence of this JA capability in autism, language acquisition is impaired.

The question of the necessity of visual joint attention remains open, however, including the relative contributions of different types of joint attention. The term joint attention can refer to both the child’s response to joint attention ‘bids’ (RJA) that have been initiated by the child’s caregiver, as well as to the initiation of joint attention behavior by the child herself (IJA). What is the relative contribution of these types of behavior? The short answer is that both types of these types of joint attention behavior contribute to the formation of the triadic behavior of the child and caregiver, organized around the external referent in question. To the extent that any behavior contributes to the formation of these attentional triads, it will reduce referential uncertainty and facilitate language acquisition. Now one might ask, what happens in cultures that do not engage in much JA with infants: they learn to speak, but how? How can referential uncertainty be reduced? Baldwin (1991) demonstrated that already at 16–19 months, infants can follow the gaze of adult speakers to resolve referential uncertainty, even when that gaze is directed away from where the child is looking, and thus does not directly engage the child. This suggest that reading such attentional cues allows the child to determine the likely target of what adults are ‘talking about.’

Another factor that can aid the child to infer what someone is talking about is the child’s knowledge of the speaker’s intentions. In this context, Baldwin, Baird, Saylor, and Clark (2001) have experimental evidence that 11-month-old infants are sensitive to disruptions in the spatiotemporal structure inherent in intentional action, and thus that they parse ongoing behavior with respect to this structure. The authors argue that this parsing skill is likely a prerequisite to the development of genuine intentional understanding. Understanding the speaker’s intentions will clearly help to reduce the referential uncertainty with respect to what the speaker is talking about. Indeed, though it is beyond the scope of the current article, we begin to see the developmental continuum from the ability to exploit direct joint attention cues, via the ability to infer agent’s sensorimotor intentions, leading finally to the development of a full blown theory of mind in which the child can attribute intentions, goals and mental states to the speaker (Leslie, 1994)—all of which will contribute to the reduction of referential uncertainty.
4. Theoretical implications

Experimental manipulation of CDS and JA in children is technically difficult for a number of reasons. Ideally, these effects and related aspects of language acquisition could be studied in computational models in which various parameters could be freely manipulated. In this context, the effects of speech modifications in CDS on the perceptual acquisition of vowels has been studied in a computational model of vowel learning. In CDS the acoustic formant patterns of centers of vowels are farther apart than those in adult-directed speech, which could help children to learn the categories of speech sounds of their language. In this context, DeBoer and Kuhl (2001) recorded words from mothers in both infant- and adult-directed speech, and extracted first two formants from the voiced parts of each word. Indeed, the infant-directed words used a larger part of the acoustic space, and also resulted in a better distribution of the centers of the vowel representations, indicating better patterning of the input, both of which make it easier to learn the categories of speech sounds.

Simulation studies have also been of use in determining the nature of the parameters of speech that contribute to early language acquisition. In this context, Shi, Morgan, and Alloopena (1998) performed simulation studies to determine the relative contribution of different acoustic parameters to the ability to perform lexical categorization between open and closed class words. They determined that together, parameters including syllabic structure, duration and relative amplitude allowed an unsupervised learning system to perform this lexical categorization in Mandarin and Turkish at a level of greater that 80% classification accuracy performance. One limitation of these simulation studies is that the temporal acoustic parameters were recoded symbolically in order to be compatible with the input format of the model, thus introducing a significant potential loss of information. We have recently overcome this limitation, performing simulation studies in which the input to a ‘temporal recurrent network’ (TRN) was a continuous value of the F0 signal alone, sampled at 5 ms intervals, thus preserving the integrity of the temporal structure of the F0 contour. Dominey and Ramus (2000) had previously demonstrated that the TRN could exploit prosodic structure in consonant–vowel sequences in order to discriminate between languages from different rhythmic classes. The simulation results with the F0 temporal contour demonstrated that the TRN could perform lexical categorization of open and closed class words at levels of 70 and 62% classification performance for French and English speech, respectively (Blanc et al., 2004). Interestingly, these studies were performed using ADS. This indicates that, as suggested above, even ADS is ‘child-exploitable’ for lexical categorization. Future studies will examine if CDS renders this capability more robust.

Related simulation studies have also demonstrated the value of prosodic information in segmentation. Shriberg, Stolcke, Hakkani-Tür, and Tür (2000) examined the performance of automatic models for the segmentation of spoken language (speech from Broadcast news). Using decision tree and hidden Markov modeling techniques, they show the prosodic model (using timing and melody) works as well as or better than word-based statistical language models for the detection of sentence and topic boundaries.

Similarly, simulation studies have been used to test the effects of different attentional strategies on word learning. Such studies typically involve populations of agents involved
in different types of language games. A classical example is the talking heads study of Steels and Kaplan (2002) in which thousands of agents engaged in discrimination games involving two agents and form of joint visual attention that restricted their shared visual context. In the discrimination game, one agent would describe a physical object and another would attempt to determine to which object the speaker was referring. Over time, as successful descriptions were retained, agents acquired lexicons that allowed them to perform with progressively greater success. Addressing the issue of joint attention in a related experimental context, Vogt and Coumans (2003) studied three different attentional strategies (games) in a population of learners. In the observational strategy, meaning is transmitted between agents non-verbally via joint attention. In the guessing strategy, communication between agents is verified through the use of corrective feedback. In the third ‘selfish’ strategy, the hearer has no means of knowing the meaning of a word other than the co-occurrence of the word with a number of meanings that are present within the context of a game, corresponding to a non-joint attention context. Simulation experiments reveal that, though the selfish game can result in learning under certain conditions, there is a significant advantage to the joint attention based learning strategies. Such studies provide useful insight into the effects of these attentional mechanisms, and allow the simulation of different attentional strategies that is technically difficult with human subjects.

These studies provide support for the claim that JA and CDS can aid in learning words (at least vowels that will be useful in word discrimination), lexical categories and word meanings. In a larger theoretical perspective, we can consider that these mechanisms for reducing referential uncertainty will fall into a continuum of progressively more elaborated mechanism. In this context, it has been demonstrated that as children come to be familiar with the relations between word order in the simplest grammatical constructions, and the referential correspondence or meanings of the elements in these constructions, they can use this knowledge to reduce referential uncertainty in learning new words. More concretely, if a 2.5-year-old child is presented with a visual scene narrated by a sentence such as ‘The boy is gorping the ball,’ the infant will be able to use her acquired knowledge of the active transitive grammatical construction in order to infer that ‘gorping’ refers to the action that the boy is performing on the ball (Hirsh-Pasek & Golinkoff, 1996). That is, we are now passing into a domain in which structural knowledge of the language itself can be used to reduce referential uncertainty via syntactic bootstrapping, in which syntactic patterns in the input are used to make inferences about word meanings (Gleitman, 1990). In the reciprocal image, knowledge of individual word meaning can be used to establish the relation between grammatical structure and the meaning structure of the narrated scene, in a process of semantic bootstrapping (Pinker, 1984, 1987, 1994).

We have recently addressed these learning mechanisms in the context of a neural network model that has been used to describe and predict a number of psycholinguistic and neurolinguistic phenomena (Dominey, Hoen, Lelekov, & Blanc, 2003). Extending the model to more ecological meaning representations, we have performed simulation studies of acquisition of word meanings and grammatical constructions (Dominey, 2000, 2003).

In these studies, sentence–meaning pairs are presented to the model, which attempts to learn word meaning and syntactic structure. The model is thus faced with indeterminacy at the word level, and the sentence level. Sentence input consists of successive words,
and meaning input consists of a conceptualized scene representation in the form of an event (agent, object, recipient), paired with the sentence. Based on these inputs, the system learns the mappings of individual words to their referents, and mappings of grammatical sentence structures to the meaning structures.

Like the child, the model is faced with the problem of how word meaning and grammatical structure can be learned, and crucially—the logical circle in which semantics relies on syntax, and syntax on semantics. An interesting approach is proposed by Gillette et al. (1999: 168) who state that “the circle is avoided because the novice breaks into the system (grounds the learning process) by a first-pass asyntactic analysis whose primary output is a concrete nominal vocabulary. This knowledge of nouns and then serves a second crucial purpose, for it underpins the construction of clause-level syntax—which in turn enables further vocabulary learning.”

Thus, in our simulations, word learning initially operates independently of grammatical learning corresponding to the asyntactic first pass of Gillette et al. (1999). Words are associated with all referents in the current scene meaning, or context, similar to the selfish strategy examined by Vogt. Based on the cross-situational regularity (Siskind, 1996) that a given word will co-occur more often with its referent than with any single non-referent, the system can learn a first approximation of the lexicon. The robustness of this strategy was explored and characterized in more elegant manner by Siskind (1996). This initial knowledge of word meaning can then be used to learn the mapping of sentence structure onto meaning structure at the scene or event level, corresponding to the construction of clause level syntax via semantic bootstrapping (Gillette et al., 1999). In our demonstration of this procedure, the ‘construction of clause-level syntax’ takes place via a sentence-to-meaning mapping mechanism that is distinctly non-UG-like in its character (Dominey, 2000, 2003). Rather, it is a structure mapping mechanism that builds Goldberg-like grammatical constructions (Goldberg, 1995) by establishing the mapping between sentence structure and event meaning structure. That is, the child can recognize that in some sentence types (e.g. the active transitive) the first noun (‘thing’) is the agent or doer, and the second one is the object. This knowledge in the form of a grammatical construction can then generalize in a fully productive manner to all sentences of this active transitive type, corresponding to the grammatical constructions described by Goldberg (1995). In the model, the mapping of grammatical constructions onto meaning requires that different grammatical constructions (e.g. active and passive forms of transitive and ditransitive constructions) can be uniquely identified, and associated with a specific form to meaning mapping. The identification of distinct grammatical constructions is based on specific constellations of closed class function words or morphemes that uniquely identify different grammatical constructions, as specified more generally in the cue competition model of Bates and MacWhinney (1987). Specifically, in the current model, as the sentence is being processed word by word, open class words are stored, and their referents are decoded based on the learned word-to-referent meanings. In parallel, closed class words and morphemes are collectively used to retrieve the associated sentence-to-meaning mapping. The constellation of closed class elements for a given grammatical construction type then serves as an index by which the sentence-to-meaning mapping template can be learned and retrieved. The referent items in the current sentence then fill in their respective thematic
roles based on the retrieved mapping, and the sentence is ‘understood.’ Details and examples can be found in Dominey (2000, 2003).

In a perfect joint attention condition, when the listener hears a sentence, the meaning that she currently entertains will be the one intended by the speaker. Referential uncertainty corresponds to those cases where the speaker’s and listener’s meanings are different. Part of the objective of this theoretical work was to study the interaction between knowledge of word meaning, and knowledge of grammatical constructions, to determine if the interaction between the two could further contribute to elimination of the indeterminacy problem at the level of sentences and their meanings.

Indeterminacy or referential ambiguity could be introduced to the system in the form of noise in the sentence, meaning (and word-referent) pairs (Dominey, 2000). This allowed us to determine the effects of this noise both on word learning and grammatical construction learning, and whether the mutual interaction between these two types of knowledge could overcome the referential ambiguity introduced by noise. Interestingly, the simulation studies revealed that when there was a reciprocal cooperation between semantic and syntactic knowledge (bootstrapping), the system was significantly more robust to the noise-induced indeterminacy. Indeed, what the results suggested was that in the developmental progression, a small set of concrete words could be initially learned in an ‘asynaptic first pass’ (Gillette et al., 1999) and their meaning refined through the synergy between syntactic and semantic information. With this small lexicon established, the set of learned grammatical constructions could then expand via semantic bootstrapping, with the resulting syntactic–semantic synergy that would allow an explosion both in the lexicon and in the inventory of grammatical constructions, and a significant aid in the fight against referential uncertainty through the syntax–semantics interaction (Dominey, 2000).

It is noteworthy that in this context of learnability, Gillette et al. (1999) performed a series of experiments in which adult human subjects were required to identify words by inspecting the environment (video sequences of mother–child interactions) for their use under different conditions that manipulated the type of information available to the subjects. Part of the objective of the study was to investigate the general observation that noun-learning is superior to verb learning in early language development. One of the interesting conclusions of this study was that rather than noun vs. verb (i.e. lexical category), the important factor for learnability was the concreteness or imaginability of the word. In early learning, observability (i.e. concreteness or imaginability) provides the essential information for determining a word’s referent, and the less concrete, the less observable the word.

Interestingly this can be restated such that concreteness is inversely related to referential uncertainty. In Dominey (2000) we thus attempted to simulate the respective effects of lexical category (noun vs. verb) and imaginability or referential uncertainty on word learning. Imaginability was simulated such that noise was added to the (word, referent) input pairs inversely proportional to the imaginability. As observed by Gillette et al. (1999) we observed that the variance in learning was almost exclusively attributed to imaginability rather than lexical category (Dominey, 2000).

This simulation work demonstrated that a relatively simple learning algorithm could learn grammatical constructions and provide the basis for a subsequent generalized,
generative language capability (related to Tomasello, 1999, 2003), in a context in which the indeterminacy problem had been reduced by mechanisms of attentional regulation (CDS and JA) as described above. In this theoretical context, then, CDS and joint attention are two among multiple mechanisms of varying complexity, including prosodic, semantic and syntactic bootstrapping, that allow the learner to reduce referential uncertainty at multiple levels, as demonstrated in the reviewed simulation studies.

5. Discussion

The focusing of attention onto relevant characteristics of the speech signal via CDS, and onto pertinent aspects of meaning in the scene via joint attention thus appear to play an important role in reducing the indeterminacy problem in language acquisition. Clearly, however, this analysis should not ignore the important role of more ‘automatic’ processing in language acquisition. Extensive investigations by Jusczyk, Eimas, Saffran and others (see Jusczyk, 1997; Kuhl, 2000 for reviews), have demonstrated infants’ impressive ability to learn statistical properties of speech simply by listening to language. For example, the phonemes that are linked within words co-occur with higher frequency than phonemes at word boundaries, and are thus more likely to be perceived as units by infants. The detection and exploitation of these statistical properties of ambient language thus allows infants to find word candidates in running speech before they know the meanings of words. This extraction or segmentation of words from the continuous speech signal is a crucial step in establishing the mapping between language and meaning. Shi et al. (1999) have recently gone one step further, demonstrating that newborn infants are sensitive to categorical acoustic differences between closed-class grammatical function words and open class content words. This early categorization capability likely plays a crucial role in language acquisition as specified by Bates and MacWhinney (1987) and simulated by Blanc et al. (2004) and Dominey (2000).

In this context of automatic processing, Kuhl (2000) recently observed that “what is innate regarding language is not a universal grammar and phonetics, but innate biases and strategies that place constraints on perception and learning. They allow infants to recover from language input the rules by which people in their community communicate.”

It should be made clear, however, that while these types of automatic perceptual and statistical learning allow the infant to extract rules about the internal structure of the speech signal, they provide little access to rules concerning the mapping of the acoustic signal to meaning. Likewise, they do not engage controlled attentional processes. With CDS an element of controlled processing enters the interaction. There, modulation of specific words, word categories and structural properties begins to focus the child’s attention on these properties, thus aiding the child in establishing the mapping between words and their referents, and in establishing the structural organization of her language.

With JA the child enters into an increasingly non-passive domain. There the child and caregiver engage in a triadic interaction in which an event or object becomes their shared center of interest. Via this explicit control of attention, the referential indeterminacy problem is significantly reduced, as the item of reference is indeed the object of the joint attention.
This raises an interesting point concerning the relation between the structure of the regularities or rules to be learned, and the nature of the automatic or controlled processes that will perform the learning. From the perspective of the regular internal statistical (distributional and phonotactic) structure of speech, indeterminacy is not a real problem, and relatively simple learning mechanisms can extract these speech-internal regularities (Christiansen & Chater, 2001; Dominey & Ramus, 2000). Indeed, non-human primates have now been demonstrated to be sensitive to statistical and prosodic regularities in speech samples, similar to human infants (Hauser, Newport, & Aslin, 2001; Ramus, Hauser, Miller, Morris, & Mehler, 2000, respectively). As the relation between this speech-internal structure and meaning is introduced, however, the indeterminacy problem becomes apparent. In this domain then, more controlled processing is required in order to reduce the potential indeterminancy that might otherwise render language learning difficult if not impossible. In particular, the ability to exploit joint attention, and to interpret the intentions of others becomes crucial. Interestingly, several studies have demonstrated that non-human primates can follow gaze direction of their conspecifics and humans under different conditions (Emery, Lorincz, Perrett, Oram, & Baker, 1997; Ferrari, Kohler, Fogassi, & Gallese, 2000), though their ability to follow human gaze is not intact until adulthood (Ferrari et al., 2000). Likewise, great apes appear to use gaze and pointing to indicate objects that they desire out of their reach (Krause & Fouts, 1997). Interestingly, however, they fail to interpret the communicative intentions of others. Tomasello, Call, and Gluckman (1997) tested apes and human children in a task in which novel visual cues were used to indicate which of the containers contained a food reward. Human children quickly picked up on the communicative intention of the cues in order to retrieve the reward. The apes in contrast appeared to process the cues as simple perceptual indices that were to be learned in a statistical, trial and error manner. In other words, the children interpreted each communicative act as an intentional attempt to direct their attention to the appropriate container, whereas the apes failed in this type of interpretation. This suggests that an important species difference is related to the ability to interpret the communicative intentions of others that likely plays a crucial role in the development of language.

The resulting picture of language acquisition might then proceed in the following manner. At or before birth, the infant will begin extracting structural regularities from ambient speech, in a largely automatic process that will significantly contribute to structural perception of speech, including word segmentation. At the same time, categorical differences will begin to form, laying the foundations for lexical categorization between open and closed class words, and other finer distinctions. In parallel, the presence of CDS will emphasize these structural regularities, as described above, thus initiating the more controlled, active direction of the infant’s attention to relevant aspects of the speech signal. Note as mentioned above, however, that even ADS is child-exploitable in that the prosodic and related cues are still present though in a possibly reduced form. This controlled processing is amplified in the triadic interactions that are induced by joint attention shared between the infant and the caregiver. This shared attentional control focus the two interlocutors’ attention onto a common referent, and thus directly combats the problem of indeterminacy. In this context of reduced indeterminancy, the mapping of meaning onto the structural components of the speech signal is now achievable. Even in the absence of joint
attention directed towards the infant, the infant’s ability to follow the attentional cues of adults speaking with each other will provide useful referential information that will significantly reduce the referential uncertainty. As the lexicon develops, in parallel the infant begins to establish the structural mapping between grammatical constructions and the structural aspects of the meaning to which they refer. This will begin with the most basic constructions. The interaction between this developing syntactic knowledge and semantic knowledge will allow a synergistic bootstrapping that provides the basis for rapid progress both in lexical and grammatical development, again via a process of reducing the possible degrees of freedom, or referential uncertainty. Again, a crucial aspect of success in language acquisition is the reduction of the multiple degrees of freedom (or referential uncertainty) between language and its referent. A continuum of mechanisms including acoustic modulation that can be amplified in CDS, the construction of triadic interactions via joint attention, and the synergistic interaction of knowledge of word meaning and grammatical constructions appears to contribute at different stages to the reduction of these degrees of freedom.

At the outset of this paper we briefly described the indeterminacy problem in which, for the language learner, the correspondence between the signal and the referent in the world is extremely underspecified. That is, since the sound sequence could be referring to any one of an infinity of aspects of the surrounding environment, the language learner is lost. We then reviewed data from studies of CDS, and from the manipulation of joint attention that demonstrate that the referential indeterminacy problem can be radically reduced, by focusing the attentional processing of the learner both on the appropriate aspects of the signal, and on the appropriate aspects of the external word. From this perspective, the problem of the poverty of the stimulus takes on a new status. Its presence was previously used as a principal motivation for the absolute necessity of an innate universal grammar capability. If the problem is at least partially resolved, then the requirement for a pre-specified universal grammar capability is reduced. In this context, learning scenarios such as those presented by Goldberg (1995) and Tomasello (1999, 2003) become highly plausible. In these scenarios, learning plays a much more central role in language acquisition. The infant develops an inventory of grammatical constructions as mappings from form to meaning (Goldberg, 1995). These constructions are initially rather fixed and specific, and later become generalized into a more abstract compositional form employed by the adult that has been well described elsewhere (Tomasello, 1999).

It is beyond the scope of this paper to address the nativist vs. developmentalist debate. Nevertheless, the data reviewed here suggest that there are still issues to be considered in this context, particularly the interaction between learning and innate capabilities. In this context we can consider that CDS emphasizes regularities that the perceptual system is innately sensitive to and that have become exploited in human languages as information channels in the acoustic signal. Joint attention appears also to be an innate capacity, but is used in language acquisition as a non-language specific learning-related mechanism. The use of these innate, but non-language specific capabilities reduces the complexity of the acquisition problem, and thus reduces the functional requirements on the innate language-related learning mechanisms.
Acknowledgements

This work was supported by the Human Frontiers Science Program, including a Post-Doctoral Fellowship to CD, by the ACI for Integrative and Computational Neuroscience (Paris), and by the OHLL and Eurocores OMLL Initiatives. We appreciate constructive comments from Anne Reboul, and three anonymous reviewers.

References


